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A B S T R A C T

Objective: We present a method for comparing association networks in a matched case-control design, which
provides a high-level comparison of co-occurrence patterns of features after adjusting for confounding factors.
We demonstrate this approach by examining the differential distribution of chronic medical conditions in pa-
tients with major depressive disorder (MDD) compared to the distribution of these conditions in their matched
controls.
Materials and methods: Newly diagnosed MDD patients were matched to controls based on their demographic
characteristics, socioeconomic status, place of residence, and healthcare service utilization in the Korean
National Health Insurance Service’s National Sample Cohort. Differences in the networks of chronic medical
conditions in newly diagnosed MDD cases treated with antidepressants, and their matched controls, were
prioritized with a permutation test accounting for the false discovery rate. Sensitivity analyses for the associa-
tions between prioritized pairs of chronic medical conditions and new MDD diagnosis were performed with
regression modeling.
Results: By comparing the association networks of chronic medical conditions in newly diagnosed depression
patients and their matched controls, five pairs of such conditions were prioritized among 105 possible pairs after
controlling the false discovery rate at 5%. In sensitivity analyses using regression modeling, four out of the five
prioritized pairs were statistically significant for the interaction terms.
Conclusion: Association networks in a matched case-control design can provide a high-level comparison of co-
morbid features after adjusting for confounding factors, thereby supplementing traditional clinical study ap-
proaches. We demonstrate the differential co-occurrence pattern of chronic medical conditions in patients with
MDD and prioritize the chronic conditions that have statistically significant interactions in regression models for
depression.

1. Introduction

Depression is a highly prevalent disease that co-occurs with many
chronic conditions over the course of an individual’s lifetime [1–3].
Depression also has a large societal burden, including high utilization of
healthcare services that are not directly related to the treatment of
depression [4]. Depression is associated with many co-occurring

medical conditions in a bi-directional manner [5–9] and may also affect
the management of existing medical conditions [10–12]. Depression in
the presence of other comorbid medical conditions is also more likely to
be treatment-resistant [13–15].

Several statistical and machine learning methods have been em-
ployed to build risk prediction models for depression using a large
number of predictors[16–19]. In our previous work, we quantified the
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impact of chronic conditions on the diagnosis of major depressive dis-
order (MDD) using conditional logistic regression and gradient boosting
machine models using data from a regional electronic health record
(EHR) system [18]. In a previous analysis, we employed a regularized
logistic regression model with Elastic Net penalties on a randomized
sample from a population-based longitudinal cohort. This demonstrated
that inclusion of chronic medical conditions as predictors for MDD can
improve the performance of the prediction model [19]. The improve-
ment in predictive performance served as the motivation for the present
study, where we explore the complex inter-relationships between
chronic medical conditions in the context of depression in a compre-
hensive way using network analysis.

Network analysis is a method for understanding complex relation-
ships among multiple entities [20,21]. In biomedicine, network analysis
has been widely used in Genome-Wide Association Studies and Protein-
Protein Interaction Network Studies to better understand the relation-
ships between multiple genes and proteins, as well as to discover can-
didate genes and proteins that are related to the development of dis-
eases, and to identify potential targets for treatment [20]. Network
analysis has also been applied to the study of disease progression and
patterns of disease co-occurrence using data from health insurance
claims and EHRs [21–27]. However, to the best of our knowledge,
network analysis has not yet been applied to a population-based clinical
data with a matched case-control design.

In this study, we selected a random sample from a longitudinal
cohort of Korean nationals provided by Korean National Health
Insurance Service. Using this data, we present a method that compares
the network of co-occurring chronic conditions in individuals with
MDD to that observed in their matched controls. In addition, we
prioritize chronic conditions that have a differential correlation in de-
pressed patients compared to that in their matched controls, and show
that some chronic conditions have statistically significant interactions
in regression models for MDD.

2. Materials and methods

2.1. Study data

The data for this study was provided by the Korean National Health
Insurance Service, a standardized twelve-year longitudinal cohort that
provides public health researchers and policy makers with population-
representative information regarding health status and healthcare ser-
vices utilization [28]. A sample cohort of 1,025,340 individuals (2.2%
of the total population of 46,605,433) was established in 2002 from a
stratified random sampling with a proportional allocation from the
Korean National Health Information Database [28–30]. The data in-
clude demographic characteristics, socioeconomic status, health in-
surance claims data (including inpatient, outpatient, and pharmacy
claims), information derived from the death registry, and national
health check-up data. The national health check-ups are provided to
those who are aged 40 years or above to facilitate early detection of
chronic medical conditions and risk factors. The diagnosis codes in the
Korean National Health Information Database are based on the Korean
Classification of Diseases, which is compatible with the International
Classification of Diseases, Tenth Revision (ICD-10) by the World Health
Organization (WHO) [28,31].

2.2. Study population

In this study, we had access to the data from January 1, 2002, to
December 31, 2013. We used the first five years of data (2002–2006) to
identify cohort inclusion and exclusion criteria, as well as predisposing
features (or exposures). The cohort entry date was then assigned to
January 1, 2007, and the follow-up observation period extended from
this entry date through December 31, 2013 to identify newly diagnosed
MDD cases.

As of the entry date, we included all individuals in the cohort who
(1) were aged 40 years or above, (2) did not have any diagnosis of MDD
(ICD-10 codes F32.x and F33.x) prior to the cohort entry date, and (3)
did not have a diagnosis of either bipolar disorder (ICD-10 codes F31.x)
or schizophrenia (ICD-10 codes F20.x).

Within the included cohort members, we defined the members of
the nested case group as those who (1) received a new diagnosis of
MDD on the cohort entry date or later, (2) the diagnosis of MDD was
recorded at least twice, and (3) were prescribed antidepressants, but (4)
did not have a diagnosis of either bipolar disorder or schizophrenia
before the diagnosis of MDD. We chose this operational definition be-
cause a claims-based patient identification algorithm requiring at least
two diagnoses of depression and an antidepressant prescription has
shown to have high agreement with clinically diagnosed depression
[32].

Within the included cohort members, we matched controls among
the cohort members who were at risk of becoming cases (i.e., alive, but
not yet diagnosed with MDD, bipolar disorder, or schizophrenic dis-
order) on the same day using the incidence density sampling scheme
[33,34]. Specifically, for each time point when the nested case was
defined, we sampled a control matched on demographic characteristics
(i.e., age and sex), socioeconomic status (i.e., household income decile
and financial dependency status), health insurance status (i.e., medical
aid status), geographical location (i.e., metropolitan residence), and
healthcare services utilization (i.e., number of hospitalizations per year,
number of outpatient visits per year).

Individuals who met the inclusion criteria and entered the cohort on
January 1, 2007, were followed up until December 31, 2013, and a total
of 10,299 new MDD cases were identified and matched with a control.
Of note, among the 10,299 cases, 163 patients were later diagnosed
with bipolar disorder, and 41 patients were later diagnosed with schi-
zophrenia by December 31, 2013.

2.3. Chronic medical conditions for analysis

A total of 15 chronic medical conditions were analyzed in this study:
anemia, arthritis, asthma, cataract, chronic kidney disease, chronic
obstructive pulmonary disease (COPD), diabetes mellitus, dementia,
hyperlipidemia, heart failure, hypothyroidism, hypertension, ischemic
heart disease, osteoporosis, and stroke. Chronic medical conditions
were identified from the diagnosis codes recorded prior to the cohort
entry date. The diagnosis codes for chronic medical conditions were
classified using the Chronic Conditions Data Warehouse Condition
Algorithms (rev. 11/2017) by Centers for Medicare & Medicaid Services
(CMS) [35], which is based on the modified version of ICD-10-CM [36].

2.4. Analytic methods

To compare the overall association network of chronic medical
conditions in the MDD cases versus controls, we employed the network-
theoretic approach with the “guilt by rewiring” principle suggested by
Hou et al. [37], in which disease-associated entities are assumed to
involve dynamic changes, or rewiring, of the network architecture
[37–41].

We first looked at pairwise partial correlations between chronic
medical conditions separately in MDD cases and controls. Partial cor-
relations between pairwise combinations of chronic medical conditions
were calculated as follows:
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where ^X i,p denotes the i-th residual from regressing Xp on a set of
covariates Z , and ^X i,q denotes the i-th residual from regressing Xq on a
set of covariates Z (i.e., demographic characteristics, socioeconomic
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status, geographical locations, and healthcare services utilization).
Using the partial correlation coefficients as weights of attractive forces,
we constructed association networks of chronic medical conditions se-
parately in MDD cases and controls with the Fruchterman Reingold
algorithm, which is a force-directed layout algorithm that iterates until
the sum of the force vectors reach equilibrium [42].

To adjust for confounding variables and to account for our matched
pair design, we revised the rewire metric as a 2-sided test under the null
hypothesis that the Fisher-transformed difference between the partial
correlations in cases and controls equals zero. The revised rewire metric
can be then interpreted as a p-value for rejecting the null hypothesis.
This p-value is calculated under the null permutation distribution by
shuffling the case/control labels within each matched pair. The overall
false discovery rate (FDR) is controlled for all pairwise tests with the
Benjamini-Hochberg procedure [43].

Specifically, we revised and modified the existing rewire metric as
follows:
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X X ·p q denote partial correlations be-
tween chronic medical conditions Xp and Xq adjusting for a set of po-
tential confounders Z (i.e., demographic characteristics, socioeconomic
status, and geographical locations) observed in the study samples of
cases and controls, respectively. The terms, Znull

case
X X ·p q and Znull

control
X X ·p q ,

denote a sample from the permutation distribution of the partial cor-
relations under the null hypothesis of no correlation, where the per-
mutation distribution is generated from 2000 iterations of re-rando-
mization of the labels for being either case or control within each
matched pair. A detailed comparison between the original and our re-
vised rewire metric is provided in Appendix A.

Sensitivity analysis for the rewire metric analysis was performed
with regression modeling. Conditional logistic regression modeling was
performed for each pair of chronic medical conditions, prioritized with
the network-theoretic analysis (i.e. Xp and Xq) and the corresponding
pairwise interaction term (i.e. X ·Xp q) as independent variables and di-
agnosis of MDD as the dependent variable.

R statistical software (version 3.5.0 for Windows; R Foundation for
Statistical Computing) with tidyverse (version 1.2.1) [44] was used for
all analyses. The matching procedure was based on the libraries
lsmeans (version 2.27-62) [45], epiR (version 0.9-96) [46], tableone
(version 0.9.3) [47], and Matching (version 4.9-3) [48]. Construction of
association network and visualization was based on the libraries igraph
(version 1.2.1) [49], and latticeExtra (version 0.6-28) [50]. All software
and code used in this work are archived in GitHub [51].

3. Results

Table 1 shows the baseline demographics, socioeconomic status,
place of residence, and healthcare services utilization, which were used
for matching MDD patients and controls. Standardized mean difference
(SMD) between MDD patients and their matched controls was 0.045 or
less for age, sex, household income, financial independence, medical
aid beneficiary status, whether the individual resided in a metropolitan
area, whether the individual had any hospitalization, and whether the
individual had more than three outpatient visits a year.

Table 2 shows the distribution of chronic medical conditions in
MDD patients and their matched controls. When comparing the dis-
tribution of chronic medical conditions in MDD patients to that ob-
served in their matched controls, the strongest SMD of 0.126 was ob-
served with arthritis, followed by hyperlipidemia (SMD 0.094),
ischemic heart disease (SMD 0.085), chronic obstructive pulmonary
disorder (SMD 0.082), heart failure (SMD 0.082), and osteoporosis

(SMD 0.082). Fig. 1a and b show the association networks of chronic
medical conditions in the matched controls (Fig. 1a) and MDD patients
(Fig. 1b).

Using our approach for network analysis in a matched case-control
design, five pairs of chronic medical conditions were prioritized among
105 possible pairs of chronic conditions after controlling the false dis-
covery rate at 5%. Table 3 shows the partial correlations between
chronic medical conditions and the Fisher-transformed differences of
partial correlation, tanh ( )Z

1
X X ·p q , for the five prioritized pairs of

chronic medical conditions. The strongest increase in tanh ( )Z
1

X X ·p q
comparing the cases vs. controls was observed between ischemic heart
disease and stroke (0.08 in the cases vs. 0.01 in the controls,

=tanh ( )Z
1

X X ·p q 4.38), followed by asthma and heart failure (0.06 in

Table 1
Baseline demographic characteristics, socioeconomic status, and geographical
locations of major depressive disorder (MDD) patients and their matched con-
trols.

MDD patients
(N = 10,299)

Matched controls
(N = 10,299)

SMD

Age, years 55.9 (SD 10.4) 55.9 (SD 10.4) < 0.001
Male 3003 (29.2%) 3003 (29.2%) < 0.001
Female 7296 (70.8%) 7296 (70.8%) < 0.001
Household income† 6.2 (SD 3.1) 6.2 (SD 3.1) 0.008
Financially dependent

individuals†
6522 (63.3%) 6298 (61.2%) 0.045

Medical aid beneficiary 336 (3.3%) 336 (3.3%) < 0.001
Metropolitan area‡ 5796 (56.3%) 5796 (56.3%) < 0.001
Individuals with any

hospitalization
760 (7.4%) 731 (7.1%) 0.011

Individuals with more than
3 outpatient visits a
year

7636 (74.1%) 7622 (74.0%) 0.003

Abbreviations: MDD = major depressive disorder; SD = standard deviation;
SMD = standardized mean difference.

† Household income data was given in decile categories with higher values
reflecting higher income. Household income is based on the nationwide income
distribution, which determines the monthly premium payment for the in-
dividuals. For financially dependent individuals, the household income reflects
that of the supporting individuals (family members).

‡ The metropolitan areas include the cities of Seoul, Busan, Daegu, Incheon,
Gwangju, Daejeon, and Ulsan.

Table 2
Chronic medical conditions of major depressive disorder (MDD) patients and
their matched controls.

MDD patients
(N = 10,299)

Matched controls
(N = 10,299)

SMD

Anemia 227 (2.2%) 152 (1.5%) 0.054
Arthritis 3151 (30.6%) 2571 (25.0%) 0.126
Asthma 317 (3.1%) 260 (2.5%) 0.034
Cataract 662 (6.4%) 501 (4.9%) 0.068
Chronic kidney disease 139 (1.3%) 131 (1.3%) 0.007
COPD 2139 (20.8%) 1805 (17.5%) 0.082
Dementia 19 (0.2%) 9 (0.1%) 0.026
Diabetes Mellitus 537 (5.2%) 502 (4.9%) 0.016
Glaucoma 29 (0.3%) 20 (0.2%) 0.018
Heart failure 622 (6.0%) 436 (4.2%) 0.082
Hyperlipidemia 659 (6.4%) 441 (4.3%) 0.094
Hypertension 29 (0.3%) 20 (0.2%) 0.018
Hypothyroidism 272 (2.6%) 258 (2.5%) 0.009
Ischemic heart disease 747 (7.3%) 535 (5.2%) 0.085
Osteoporosis 622 (6.0%) 436 (4.2%) 0.082
Stroke 532 (5.2%) 386 (3.7%) 0.069

Abbreviations: MDD = major depressive disorder; SMD = standardized mean
difference; SD = Standard Deviation; COPD = chronic obstructive pulmonary
disorder.
Note: Chronic medical conditions are identified from the diagnosis codes re-
corded prior to the cohort entry date of January 1, 2007.
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the cases vs. 0.01 in the controls, tanh ( )Z
1

X X ·p q = 3.48), and dia-
betes and osteoporosis (0.03 in the cases vs. 0.00 in the controls,

tanh ( )Z
1

X X ·p q = 2.50). The strongest decrease in
tanh ( )Z

1
X X ·p q comparing the cases vs. controls was observed between

heart failure and osteoporosis (-0.01 in the cases vs. 0.03 in the con-
trols, =tanh ( )Z

1
X X ·p q −2.58), followed by chronic obstructive pul-

monary disorder and stroke (0.01 in the cases vs. 0.04 in the controls,
tanh ( )Z

1
X X ·p q = −2.42).

In sensitivity analysis with regression modeling, the coefficient for
the interaction term was greater than zero when the Fisher-transformed
difference of partial correlations was increased in the cases vs. controls,
and vice versa. A positive coefficient for the interaction term in the
generalized linear (log-odds) scale indicates that the total effect of the
co-occurrence is more than the additive effect of each pair, while a
negative coefficient indicates that the effect is less than the additive
effect of each pair. The interpretation of interactions in regression
models is consistent with co-occurrence patterns in our network theo-
retic model, but four out of the five prioritized chronic medical con-
dition pairs showed p-values for the interaction terms < 0.05, as shown
in Appendix B. Specifically, the interaction terms between ischemic
heart disease and stroke (coefficient 0.36, 95% CI (0.01, 0.72),
p = 0.04), and between asthma and heart failure (coefficient 0.66, 95%
CI (0.06, 1.25), p = 0.03) showed coefficients greater than zero with p-
values < 0.05. The interaction terms between chronic obstructive pul-
monary disorder and stroke (coefficient −0.34, 95% CI (−0.60,
−0.07), p = 0.01), and between heart failure and osteoporosis (coef-
ficient −0.73, 95% CI (−1.37, −0.09), p = 0.03) showed coefficients
less than zero with p-values < 0.05. However, the interaction term
between diabetes and osteoporosis showed a coefficient greater than
zero with a p-value greater than 0.05 (coefficient 0.36, 95% CI (−0.03,
0.75), p = 0.07).

4. Discussion

In this study, we present a network analysis with a matched case-
control design to explore all possible pairs of chronic medical condi-
tions that differentially co-occur in newly diagnosed MDD patients
compared to their matched controls, using a random sample from a
nationally representative longitudinal database. This work contributes
to the literature in two ways – first, we extend a method for network
analysis with a rewire metric [37] to a matched design; and second, we
provide a comprehensive graphical overview of chronic condition co-

Fig. 1. Association network of chronic medical conditions in the matched controls (a) versus MDD patients (b). Abbreviations: Anm = anemia, Arth = arthritis,
Asth = asthma, Ctrc = cataract, CKD = chronic kidney disease, COPD = chronic obstructive pulmonary disease, DM = Diabetes Mellitus, Dmt = dementia,
Hlpd = hyperlipidemia, HF = heart failure, hTh = hypothyroidism, HTN = hypertension, IHD = ischemic heart disease, OstP = osteoporosis, Strk = stroke. Note:
Edges between chronic medical conditions that showed increased partial correlation coefficients in the cases compared to the matched controls are colored blue;
those that showed decreased partial correlation coefficient in the cases are colored red. The intensities of the blue and red colors are proportional to the difference in
the magnitude of the partial correlation coefficient. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this
article.)

Table 3
Partial correlations between chronic medical conditions and the Fisher-trans-
formed differences, controlled for FDR < 0.05.

Chronic
Condition Pair

Partial Correlation
in Cases vs.
Controls

Fisher-
transformed
difference†

FDR‡

Ischemic Heart
Disease

Stroke 0.08 vs. 0.01 4.38 < 0.01

Asthma Heart Failure 0.06 vs. 0.01 3.48 0.04
Diabetes Osteoporosis 0.03 vs. 0.00 2.50 0.04
COPD Stroke 0.01 vs. 0.04 −2.42 0.04
Heart Failure Osteoporosis −0.01 vs. 0.03 -2.58 0.04

Abbreviations: FDR = false discovery rate; COPD = chronic obstructive pul-
monary disorder.

† The Fisher-transformed difference in partial correlation is calculated as
tanh ( ) tanh ( )Z Zobserved

case
observed
control1

XpXq·
1

XpXq· , where Zobserved
case

XpXq· and

Zobserved
control

XpXq· denote partial correlations between chronic medical conditions Xp

and Xq adjusted for a set of covariates Z (i.e., demographic characteristics,
socioeconomic status, place of residence, and healthcare services utilization)
observed in the study samples of cases and controls respectively, and

= +lntanh ( ) .1 1
2

1
1

‡ False discovery rate (FDR) is controlled with the Benjamini-Hochberg
procedure.
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occurrence in MDD patients and their matched controls, and statisti-
cally compare these networks.

Depression is a clinically and etiologically heterogeneous disorder
[52–54], and synthesizing the evidence involving depression can be
challenging because the illness is associated with various non-medical
factors [55–58] that may confound results. In addition, depression in
the presence of comorbid medical conditions is also more likely to be
treatment-resistant depression [13–15]. Therefore, a better under-
standing of depression in the presence of comorbid medical conditions,
after controlling for non-medical factors, contributes to the on-going
efforts to improve the classification system that captures heterogeneous
pathophysiology of depression [59].

The Korean National Health Information Database used in this study
provides a unique opportunity to analyze population features on a large
scale. The Korean National Health Insurance Service covers all Korean
citizens, and the random sample is designed to be nationally re-
presentative [60]. Its universal healthcare system with income-based
premiums allows people to seek healthcare with less financial burden.
Furthermore, the system encourages check-ups for those aged 40 and
above, thus minimizing the underdiagnosis of medical conditions. In
addition, information regarding death is reliably captured in this na-
tionwide database.

Our study design with matched pair sampling allows us to compare
the association networks of chronic medical conditions in newly diag-
nosed MDD cases with their matched controls, adjusting for con-
founding factors [61]. A nested case-control design within a long-
itudinal cohort with an incidence density sampling scheme is a method
for minimizing potential bias in observational studies [33,34]. In this
study, we controlled for demographic characteristics, socioeconomic
status, place of residence, and healthcare services utilization. We con-
sidered the individual conditions that were recorded before the initial
diagnosis of MDD to identify the conditions with temporal precedence.
By collecting individual features from matched controls in the same
time frame, we may reduce potential bias that can result from differing
observation periods, and regional and environmental factors that
change over time, such as economic recession or natural disaster [62].
Temporal precedence is an essential component for causal inference
[63]. However, it should be noted that the temporal precedence may
not be well captured through routinely collected healthcare data, be-
cause patients with depression often have prodromal depression
symptoms for many years before their diagnosis [52]. Furthermore,
causal inference needs to be evaluated based on potential causal
pathways, which requires hypothesis-specific adjustment methods for
potential confounders [64,65]. Therefore, although we adjusted for
certain confounders, it should be noted that the main advantage of our
methodology is to provide a high-level overview of multi-dimensional
data, rather than confirmation of causal associations.

The results of our analysis, consistent with many others involving
depression, suggest that patients with newly diagnosed MDD tend to
have more chronic medical conditions before the diagnosis of MDD, and
that the co-occurrence pattern of chronic medical conditions is differ-
ential, when compared to their matched controls [1–3]. Table 2 shows
that the newly diagnosed MDD patients are more likely to have chronic
conditions compared to their matched controls, such as arthritis, hy-
perlipidemia, ischemic heart disease, chronic obstructive pulmonary
disorder, heart failure, and osteoporosis, in a decreasing order of SMD.
This study further considered 105 possible pairs of chronic medical
conditions that differentially co-occur in newly diagnosed MDD patients
compared to their matched controls. We discovered a total of five sta-
tistically significant pairs of chronic medical conditions after control-
ling for the study-wide false discovery rate at 5%, which could be
prioritized for further investigation (Table 3). These prioritized re-
lationships in our study involve three entities – two chronic medical
conditions and MDD. The increase (decrease) in the correlation coef-
ficient between two chronic medical conditions, when comparing the
cases vs. controls, can be interpreted as the likelihood for co-occurrence

rather than a solitary occurrence in the cases compared to the controls.
We further confirmed the findings from our network theoretic ap-

proach in sensitivity analyses with regression models on the matched
pairs. In our study, four out of the five prioritized chronic medical
condition pairs showed statistically significant interaction. The prior-
itized pairwise interactions of chronic medical conditions mean that the
odds or probability for having MDD are differential for each combina-
tion of such medical conditions, and as a result, prediction models that
include these variable interactions may have better predictive perfor-
mance. An implication of our study for future research is that co-oc-
curring conditions can have a non-linear effect on the risk of depression
beyond the linear additive effects of each chronic condition [66–69].

Each of the chronic medical conditions prioritized in this work has
been studied in the literature. First, our study prioritized a positive
interaction between stroke and ischemic heart disease in response to
depression (i.e., positive association between depression and the in-
teraction term between stroke and ischemic heart disease), but a ne-
gative interaction between stroke and chronic obstructive pulmonary
disorder in response to depression (i.e., negative association between
depression and the interaction term between stroke and chronic ob-
structive pulmonary disorder) (Table 3, Appendix B). Post-stroke de-
pression is an important clinical phenomenon, but despite various ef-
forts, the prevention and treatment of post-stroke depression presents
many challenges [9]. The association between ischemic heart disease
and depression has also been widely noted, and the American Heart
Association Prevention Committee published a clinical recommenda-
tion for depression screening in patients with coronary heart disease in
2008 [11]. Ischemic heart disease and stroke are elements of a larger
category of cardiovascular disease, which share multiple risk factors,
such as smoking [70,71], obesity [72,73], physical activity [74,75],
hypertension [76,77], and hyperlipidemia [78,79]. Depression has also
been associated with smoking [80,81], obesity [82,83], physical ac-
tivity [84,85], hypertension [86,87], and hyperlipidemia [88,89] in the
literature, but causal inference is challenging due to the complex nature
of depression. The positive interaction between stroke and ischemic
heart disease prioritized in this study may be related to the shared risk
factors for these conditions, but further investigation is required to
validate these findings. On the other hand, chronic obstructive pul-
monary disorder (COPD) also has been associated with depression, but
the co-occurrence is not suggestive of a single pathologic pathway, and
may be suggestive of competing risks [90] or MDD patients' receiving
less care for the medical conditions [91]. Therefore, further studies
would be required to validate the negative interaction between stroke
and COPD. Regarding heart failure, our study prioritized a positive
interaction with asthma, but a negative interaction with osteoporosis,
with respect to depression (Table 3, Appendix B). Heart failure [92],
asthma [93], and osteoporosis [94] have been studied in the literature
involving depression. In fact, heart failure and asthma patients may not
only present as coexisting comorbidities [95], but also present with
similar symptoms [96]. Therefore, the co-occurrence may imply both
the complexity and the severity of the disease status, which may partly
explain the positive interaction with respect to depression. However,
the negative interaction between heart failure and osteoporosis is not
explained similarly, although heart failure and osteoporosis have been
associated with an increased disease burden [97]. This may be sug-
gestive of competing risks, and the differential interactions may also
depend on the specific causal pathway. Therefore, further studies are
needed to validate these findings.

There are several limitations of the present analysis that should be
noted. Diagnosis codes for depressive disorders, as well as other mental
health diagnoses, tend to have a poor receiver operating characteristics
[98–100]. In order to improve our ascertainment of cases, we employed
an operational definition for MDD where we have included patients
treated for MDD, who had at least two claims with a diagnosis of de-
pression as well as a record of receiving a prescription for an anti-
depressant medication. On the other hand, those who received
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antidepressants without diagnoses of MDD could be included in the
matched controls. This will increase the similarity between the cases
and the controls, and this may reduce the statistical power to detect the
difference. However, the directionality of the bias is toward the null,
and this may provide more conservative estimates thereby significantly
reducing the risk of false discovery. In this study, 2.2% (230) of the
controls received antidepressants without diagnoses of MDD. This
proportion may be lower than what is expected in other healthcare
settings [101] because Korea has a stringent policy against off-label use
of medications.

The phenotyping method for identifying chronic medical conditions
also has limitations. Because this work aims to demonstrate an appli-
cation methodology of a network-theoretic principle to population data
rather than to confirm specific associations among ontological condi-
tion concepts, we used the externally validated Chronic Conditions Data
Warehouse Condition Algorithms. However, not all of the condition
categories were used in this study. First, this study is limited to non-
neoplastic chronic medical conditions because the diagnosis for the
neoplastic disease is recorded with separate diagnosis-related group
codes in the claims for cancer treatments, and ICD-10 alone may not
distinguish the codes for screening tests. When a chronic condition
category in the Chronic Conditions Data Warehouse Condition
Algorithms is a subset of another condition category within the same
algorithm, only the superset category was used for this work. For ex-
ample, the category “Acute Myocardial Infarction” was not used be-
cause it is a subset of “Ischemic Heart Disease.” Similarly, the category
“Alzheimer’s Disease” was not used because it is a subset of
“Alzheimer’s Disease and Related Disorders or Senile Dementia.” Also,
the category “Benign Prostatic Hyperplasia” was not used in this study
because it is relevant only to male sex. The category “Atrial fibrillation”
was not used because the algorithm does not capture most of the ICD-10
diagnosis codes used in Korea. For example, ICD-10 code I48.9 is used
in Korea, but it is not included in the Chronic Conditions Data
Warehouse Condition Algorithms (ICD-10 code I48.9 is “non-billable”
code for Medicare). Finally, the category “Depression” was not used
because we are using ICD-10 codes for defining “Major Depressive
Disorder,” which is a subset of “Depression.” Of note, data-driven
phenotyping may also be a promising method to incorporate the high
dimensional diagnosis information [102], but requires an independent
validation for the phenotyping method before analyzing the phenotypes
derived from the phenotyping method. Because this study aimed to
present an analytic method, this study used independently validated
phenotyping algorithms that have been independently validated and
published in the literature.

Another limitation is that although our study design allows us to
prioritize the relationships among three entities – two chronic medical
conditions and MDD – more complex relationships and higher-order
interactions that involve more than three entities cannot be modeled
using our current approach. On the other hand, our approach does
explore multiple relationships among multiple entities, and hence the
possibility of false discovery from multiple comparisons cannot be
completely ruled out. To minimize such a possibility, we applied a re-
vised rewire metric-based network-theoretic approach with permuta-
tion tests to estimate the precision and statistical significance of the
findings and accounted for multiple comparisons. However, the extent
of multiple comparisons would be increased in combinatorial scale if
more entities were analyzed. In addition, the methodology used in this
study is only comparing two association networks, one in the cases and
another in the controls. More theoretical work would be necessary to
apply this methodology to compare more than two association net-
works.

Although the above-mentioned limitations may not be completely
avoidable in many observational studies, a comprehensive under-
standing of the complex relationships between multiple chronic med-
ical conditions and depression that supplements traditional clinical
studies is currently lacking. Our network-theoretic analysis with a

matched case-control design allows us to compare the association net-
works of features after adjusting for confounding factors, and therefore,
can supplement traditional study approaches. In addition to the ad-
vantage of providing a high-level overview of feature distribution, this
may be a promising alternative to traditional meta-analysis when the
homogeneity and consistency among the published literature are not
guaranteed, and the baseline assumptions for conducting a meta-ana-
lysis are not met. When this methodology is applied to multiple health
databases, more generalized evidence can be generated with greater
confidence.

5. Conclusion

Association networks in a matched case-control design can provide
a high-level comparison of comorbid features after adjusting for con-
founding factors, supplementing traditional clinical study approaches.
With this method, the differential co-occurrence patterns of chronic
medical conditions in the patients with MDD compared to those in the
matched controls could be demonstrated, and the chronic conditions
that have statistically significant interactions in the regression models
could then be prioritized for further investigation.
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